**Dataset Extraction**

**Fake news**

Before cleaning

| Source | Number of articles |
| --- | --- |
| OneIndia | 203 |
| Prajavani | 96 |
| Factly | 439 |
| Asianet | 1992 |
| **Total** | **2730** |

After cleaning

| Source | Number of articles |
| --- | --- |
| OneIndia | 203 |
| Prajavani | 74 |
| Factly | 438 |
| Asianet | 285 |
| **Total** | **1000** |

**True news**

Before cleaning

| Source | Number of articles |
| --- | --- |
| news18 | 2016 |
| Prajavani | 2014 |
| PublicTV | 2000 |
| Asianet | 2009 |
| **Total** | **8039** |

After cleaning

| Source | Number of articles |
| --- | --- |
| news18 | 2011 |
| Prajavani | 597 |
| PublicTV | 2000 |
| Asianet | 1082 |
| **Total** | **5690** |

**Train - test split : Across news sources**

Split ratio = 0.2

Train

| Source | Real | Fake |
| --- | --- | --- |
| news18 | 52 | - |
| Prajavani | 497 | 59 |
| PublicTV | 50 | - |
| Asianet | 901 | 228 |
| Factly | - | 350 |
| OneIndia | - | 162 |

Test

| Source | Real | Fake |
| --- | --- | --- |
| news18 | 10 | - |
| Prajavani | 100 | 15 |
| PublicTV | 10 | - |
| Asianet | 180 | 57 |
| Factly | - | 88 |
| OneIndia | - | 41 |

**TRAIN-TEST SPLIT - across real and fake news**

Train

Fake : Real = 1:1.875

| Real | Fake | Total |
| --- | --- | --- |
| 1500 | 800 | 2300 |

Test

Fake: Real = 1:1.5

| Real | Fake | Total |
| --- | --- | --- |
| 300 | 200 | 500 |

**Modeling aspect:**

| **Model** | **Accuracy** | **Precision** | **Recall** | **f1-score** | **TPR** |
| --- | --- | --- | --- | --- | --- |
| GPT-2 | 0.91 | 0.94 | 0.82 | 0.88 |  |
| mBert + CNN | 0.88 | 0.89 | 0.88 | 0.88 |  |
| mBert | 0.86 | 0.85 | 0.86 | 0.85 |  |
| Distil-mBERT | 0.85 | 0.85 | 0.84 | 0.85 |  |
| IndicBert + CNN | 0.84 | 0.85 | 0.84 | 0.84 |  |
| Fasttext + CNN | 0.82 | 0.82 | 0.82 | 0.81 |  |
| Fasttext + LSTM | 0.82 | 0.82 | 0.82 | 0.82 |  |
| LSTM | 0.81 | 0.81 | 0.81 | 0.81 |  |
| CNN | 0.81 | 0.81 | 0.81 | 0.81 |  |
| SBert + CNN | 0.81 | 0.82 | 0.81 | 0.80 |  |
| Indicft + LSTM | 0.76 | 0.80 | 0.76 | 0.76 |  |
| Bert + CNN | 0.76 | 0.80 | 0.76 | 0.73 |  |
| Ensemble model(LR, SVM) | 0.76 | 0.78 | 0.76 | 0.74 |  |
| Logistic Regression | 0.75 | 0.79 | 0.75 | 0.73 |  |
| SVM | 0.75 | 0.75 | 0.75 | 0.73 |  |
| IndicBert + LSTM | 0.72 | 0.75 | 0.72 | 0.72 |  |
| RoBerta + LSTM | 0.72 | 0.75 | 0.72 | 0.72 |  |
| Random Forest | 0.72 | 0.71 | 0.72 | 0.71 |  |
| Passive-aggressive classifier | 0.71 | 0.71 | 0.71 | 0.71 |  |
| XGBoost | 0.71 | 0.73 | 0.71 | 0.68 |  |
| Decision Tree | 0.66 | 0.67 | 0.66 | 0.66 |  |
| mBart + CNN | 0.62 | 0.40 | 0.62 | 0.5 |  |
| Naive Bayes | 0.61 | 0.68 | 0.61 | 0.60 |  |
| KNN | 0.43 | 0.60 | 0.43 | 0.31 |  |
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